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摘 要：针对传统正交迭代算法计算效率低的缺点，提出了一种改进的正交迭代算法以实现基于单目

视觉的空间目标位姿测量。首先在传统正交迭代位姿测量算法的基础上，消除迭代过程中的平移向

量，使用平行透视模型代替弱透视投影模型进行旋转矩阵初始值的求解，从而实现正交迭代算法的加

速求解。其次，利用仿真实验研究了特征点图像坐标提取精度、特征点空间三维坐标精度、相机焦距标

定精度、相机主点标定精度及空间特征点数量对算法的精度和运算效率的影响。在此基础上，利用田

口算法并结合仿真分析结果定量分析每个因素对算法精度的影响，明确每个因素对算法精度的影响

力，找出对位姿测量精度影响最大的因素。最后，通过实物实验验证了改进正交迭代算法的性能，结果

表明本算法运行时间短且具有较高的精度，同时，基于正交试验结果，可通过控制影响不同位姿参数的

首要因素，使得改进正交迭代算法的精度满足不同的空间目标位姿测量任务的需求。
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Abstract：Aiming at the low efficiency of traditional orthogonal iterative algorithm，an improved orthogonal
iterative algorithm is proposed to measure the pose of space objects based on monocular vision. Firstly，
based on the traditional orthogonal iterative algorithm，the translation vector in the iterative process was
eliminated. The initial value of the rotation matrix was solved by using the parallel perspective model
instead of the weak perspective projection model，so as to accelerate the solution process of the orthogonal
iterative algorithm. Secondly，simulation experiments are used to study the effects of the extraction
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accuracy of the imaging point，the accuracy of three-dimensional coordinate of the space feature point，the
calibration accuracy of the camera principal point，the calibration accuracy of the camera focal length and
the number of space feature points on the accuracy and efficiency of the algorithm. Based on the results of
the simulation experiments，Taguchi method is used to quantitatively analyze the influence of each factor
on the accuracy of the algorithm，and find out the factor that has the greatest influence on the accuracy of
the improved orthogonal iteration algorithm. Finally，the performance of the proposed improved orthogonal
iteration algorithm is tested by the physical experiments. The physical experiments prove that the proposed
method is accurate，and takes shorter run time than that of traditional orthogonal iteration algorithm. Based
on the results of the orthogonal experiment，the accuracy of the improved orthogonal iteration algorithm
could meet different demand of different space task by controlling the different influence factors.
Key words：Pose measurement；Monocular vision； Improved orthogonal iteration algorithm；Space
target；Taguchi method
OCIS Codes：120.1880；150.0155；150.1135

0 Introduction
Measuring the relative posture and position（pose）of the close-range spacecrafts is the key premise for

various space tasks like space rendezvous-docking and on-orbit maintenance. With several disadvantages like
large size and mass，expensive and complex system，the commonly used global positioning system，radar
detection systems and laser scanners are not suitable for some special space tasks. Contrary to the above
methods， the computer vision has widely used in various important space missions with its excellent
performance，namely，low cost，small size and mass［1-2］. Compared with binocular and multi-camera vision
pose measurement methods，monocular vision-based pose measurement methods have the advantages such as
simple system，concise camera calibration procedure，wide measurement field of view，low cost，and good real-
time performance. By using the relationship of the several space feature points，the pose of the space target
could be estimated. This feature point-based pose estimation method，also known as Perspective-n-Point
（PnP）problem，was first proposed by Fishchler［3］ in 1981.

Many scholars did a great deal of work on the PnP problem，and some representative conclusions are as
follows. When the number of the space feature points n<3，the PnP problem has no definite solution. If n=3
and the plane determined by the three feature points does not pass through the optical center of the camera，
there are at most four solutions for the PnP problem. Under the condition of n=4 and the four feature points are
coplanar，there is only one solution for the PnP problem. In the case of four feature points are not coplanar，
there are multi solutions. For the P5P problem，there are at most two solutions. Once the number of the space
feature points n>5，the PnP problem will be transformed into the classical Direct Linear Transformation
（DLT）problem，and pose of the target will be estimated linearly［4-6］.

To sum up，the solution methods of the PnP problem can be divided into two categories：non-iterative
methods and iterative methods. The DLT method is one of the most classical non-iterative methods，which
obtained the pose of the target by using at least four coplanar feature points or six non-coplanar feature points.
The solution process of the DLT method can not guarantee the orthogonality of the rotation matrix. As a result，
the robustness of DLT method is poor［7］. The iterative method generally takes the reprojection error of the
image plane as the objective function， and then iteratively solves the PnP problem by using nonlinear
optimization algorithms such as Gauss-Newton method and Levenberg-Marquardt method. The iterative
method generally shows noise immunity performance with high accuracy. However，the iterative method shows
poor real-time performance and the accuracy of the iterative method strongly depends on the accurate initial
values. To overcome these shortcomings，DEMENTHON D et al［8］ proposed the Pose from Orthography and
Scaling with Ierations（POSIT）algorithm. The POSIT algorithm obtains the initial estimation of the pose by
using the weak perspective projection model，and then iteratively approximates the perspective projection model
to obtain the final estimation of the pose. The POSIT algorithm is a two-step method with high accuracy.
However，the rotation matrix obtained by POSIT algorithm does not equate to the optimal rotation matrix. To
solve this problem，LU C et al［9］ proposed the Orthogonal Iteration（OI）algorithm. The OI algorithm directly
obtains the orthogonal rotation matrix by using the target co-linearity error as the objective function. The OI
algorithm not only has high precision but also shows good robustness and excellent global convergence
performance，leading the OI algorithm becomes one of the most widely used monocular vision pose estimation
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algorithm. However， since the OI algorithm is an iterative method， the OI algorithm still shows low
computation efficiency.

Besides，several factors，such as the extraction accuracy of the imaging point，the calibration accuracy of
the camera intrinsic parameters and the number of space feature points，affect the accuracy of the above
monocular vision pose estimation algorithm. Moreover， the influence of these factors on the final pose
measurement results is not a simple linear superposition relationship. Most studies have only focused on the
influence of a single factor on the accuracy of the pose estimation algorithm. In order to comprehensively and
quantitatively analysis the accuracy of the pose estimation algorithm，the Taguchi method is introduced in this
paper. Taguchi method was founded by Dr. TAGUCHI G，a well-known quality management expert in
Japan［10］. Taguchi method quantitatively describes the influence of various influencing factors on product quality
by adjusting design parameters. Taguchi method is based on orthogonal experiments，and through the statistical
analysis of the experimental scheme，the optimal level combination of each parameter value is found，so as to
quantitatively study the influence of each factor on the accuracy of the pose measurement［11-12］.

In this paper，aiming to improve the computation efficiency of the OI algorithm，an improved orthogonal
iteration（IOI）algorithm is proposed by eliminating the translation vectors in the iterative process. Then，the
accuracy of the IOI algorithm is quantitatively analyzed based on the simulation experiments and Taguchi
method. And the primary factor that affecting the accuracy of the IOI algorithm is clarified. Finally，the
performance of the IOI algorithm is verified by physical experiments. Compared with the traditional OI
algorithm，the computation efficiency of the IOI algorithm is significantly improved and the accuracy of the IOI
algorithm is slightly higher. In addition，based on the quantitative accuracy analysis of IOI algorithm，the
accuracy of the IOI algorithm can meet the requirements of different space tasks by controlling the primary
factor that affecting different pose parameters.

1 Improved orthogonal iteration algorithm
1.1 Principles of traditional OI algorithm

The principle of traditional OI algorithm is shown in Fig. 1. Suppose there are n space feature points in the
target coordinate system，and the coordinate of the ith space feature point in the target coordinate system are

Pi=[ xi，yi，zi ]T，the homogeneous coordinates of the corresponding normalized imaging points are pi=
[ ui，vi，1 ]T，the line-of-sight projection matrix of the image point is defined as follows

W i=
p i pTi
pTi p i

（1）

where Wi is the line-of-sight projection matrix，and the line of sight refers to the ray from the optical center to
the imaging point. The basic principle of the traditional OI algorithm is that the space point should coincide with
the projection point of the corresponding image point on the line of sight，and the principle of the co-linear
equation is defined as follows

RP i+ t=W i ( RP i+ t ) （2）
where R and t stand for the camera pose in the target coordinate system. R is the rotation matrix，and t is the

Fig. 1 Schematic diagram of the principle of orthogonal iterative algorithm
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translation vector. Based on Eq.（2），the colinear error can be defined as follows

E rr ( R，t )= ∑
i= 1

n

 ( I-W i ) ( RP i+ t )
2

（3）

where I stands for the unit matrix. Theoretically，the space point should coincide with the projection point of the
corresponding image point on the line of sight，and the collinear error Err（R，t）should be zero. But in reality，
several inevitable errors（algorithm error，system error，computing error）make it impossible for the collinear
error Err（R，t）to be zero. The optimization goal of the traditional OI algorithm is to find out the global minimum
of the collinear error. The optimization function is defined as follows

min E rr ( R，t )= ∑
i= 1

n

 ( I-W i ) ( RP i+ t )
2

（4）

For Eq.（4），if having prior knowledge of the rotation matrix R，the optimal solution of the translation
vector is as follows

t ( R )= 1
n ( )I- 1

n∑i= 1
n

W i

-1

∑
i= 1

n

(W i- I ) RP i （5）

For such a univariate minimization problem，the optimal value of t can be obtained by the iterative method.
Since the traditional OI algorithm is globally convergent，the initial value of rotation matrix R0 could be
estimated randomly. Then the Singular Value Decomposition（SVD）method［13-14］ could be used to update the
rotation matrix and the translation vector iteratively. By the preset iterative termination condition，the optimal
solution of the rotation matrix and the translation vector is obtained.
1.2 IOI algorithm

Since the traditional OI algorithm is globally convergent，the initial value of the rotation matrix R0 can be
given arbitrarily. However，the larger deviation between the initial value and the optimal value of rotation
matrix，the more time of the algorithm takes. For traditional OI algorithm，the weak perspective projection
model is used to initialize the rotation matrix. However，the space feature points used in the traditional OI
algorithm generally selected randomly，and the image points of the space feature points may concentrate in a
small edge region of the image under different poses. In this case，the deviation between the initial value and the
optimal value of rotation matrix is quite large，which leads to a slow convergence of the algorithm or even to a
wrong solution. Therefore，in this paper，in order to improve the overall robustness and efficiency of the
traditional OI algorithm，we use the parallel perspective model instead of the weak perspective model to
initialize the rotation matrix.

For the weak perspective projection model，a space feature point is projected orthogonally onto a plane that
is parallel to the image plane and passes over the object center. In this process，the position information of the
space feature point is lost. If the space feature point is far from the optical axis，the error introduced by the weak
perspective model is significant［15］.

Assuming that the homogeneous coordinates of the space feature points {Pi} are Pi=( Xi，Yi，Zi，1 )T，and
the corresponding homogeneous coordinates of the image points {Pi} are pi=( xi，yi，1 )T. The homogeneous
coordinates of the centroid of the space feature points set is -Pi =( X 0，Y 0，Z 0，1 )T，and the homogeneous
coordinates of the image point of the centroid is -pi =( x 0，y0，1 )T. For the parallel perspective model，a space
feature point is also projected orthogonally onto a plane that is parallel to the image plane and passes over the
object center. However，unlike the weak perspective projection model，the projection line is not parallel to the
optical axis，but parallel to the line between the centroid of the space feature points and the camera optical
center. The parallel perspective model can be expressed as follows

ì

í

î

ï
ï
ï
ï

x= 1
Z 0 ( )X - X 0

Z 0
Z+ X 0

y= 1
Z 0 ( )Y - Y 0

Z 0
Z+ Y 0

（6）

The initial value of the rotation matrix R0 is as follows
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R 0 =
æ

è

ç

ç
çç

ö

ø

÷

÷
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Z 0b+ x0 { [ I- Z 0 y0 ( a ) anti + Z 0 x 0 ( b ) anti ]-1Z 0 2 ( a× b ) }
Z 0b+ y0 { [ I- Z 0 y0 ( a ) anti + Z 0 x 0 ( b ) anti ]-1Z 0 2 ( a× b ) }

[ I- Z 0 y0 ( a ) anti + Z 0 x 0 ( b ) anti ]-1Z 0 2 ( a× b )
（7）

where aanti and banti denote the ant symmetric matrices corresponding to vectors a and b，respectively. a and b are
three-dimensional column vectors，respectively，which can be determined by the following equation

ì

í

î

ï
ïï
ï

ï
ïï
ï

( aT，x0 )T = ( )∑
i= 1

n

P i P T
i

-1

∑
i= 1

n

xi P i

( bT，y0 )T = ( )∑
i= 1

n

P i P T
i

-1

∑
i= 1

n

yi P i

（8）

Based on Eqs.（7）and（8），the initial value of the rotation matrix based on the parallel perspective model
could be obtained. Then according to the traditional OI algorithm，the optimal solution of the rotation matrix
and the translation vector could be obtained.

In addition，the traditional OI algorithm computes R and t respectively in each iteration process. In fact，
the translation vector t can be computed linearly after each updating of the rotation matrix R. Essentially，each
iteration process is an iteration of the rotation matrix. The solution of translation vector is only an intermediate
value in every iteration except for the last iteration which needs to output the final result. Therefore，the solution
of the translation vector t can be eliminated in the intermediate iteration process and the calculation amount of
the OI algorithm could be further reduced.

2 Accuracy analysis based on simulation experiment
In general，the accuracy of the IOI algorithm is mainly affected by the extraction accuracy of the imaging

point，the accuracy of three-dimensional（3D）coordinate of the space feature point，the calibration accuracy of
the camera principal point，the calibration accuracy of the camera focal length and the number of space feature
points. In this Section，the influence of the above factors on the accuracy of the IOI algorithm is investigated by
simulation experiments.

The simulation experiment uses a virtual camera with a resolution of 2 000×1 500. Assuming that the
pixel coordinates of the camera principal point are［u0，v0］=［1 000，750］and the normalized focal length is fx=
fy=1 500. The four vertices of a 400 mm×200 mm rectangular are selected as four virtual space feature points.
The translation vector between the target coordinate system and the camera coordinate system is t=［200 mm，
200 mm，1 000 m］，and then the four virtual feature points imaged at a randomly generated pose. The results of
the simulation experiment are the mean square values of the results of 100 experiments.
2.1 Influence of the extraction accuracy of imaging point

The extraction accuracy of the imaging point is highly related to the accuracy of the IOI algorithm. For the
current feature point extraction algorithm， ideally，the extraction accuracy is 0.01 pixels. In general，the
extraction accuracy of lines，cross wires and ring marks is better than 0.1 pixels. In real close-range space tasks，
the accuracy of the feature point extraction algorithms is within 1 pixel［16-18］. Therefore，in this Section，in order
to test the influence of extraction accuracy of the imaging point on the accuracy of the IOI algorithm，a random
white noise with an amplitude of 0~1 pixel is added to the coordinate of the imaging point. Fig.2 and Table 1
show the results of the simulation experiment. ΔAx，ΔAy and ΔAz denote the absolute values of the position
error between the calculated position by the IOI algorithm and the real position value，and ΔPx，ΔPy and ΔPz

denote the absolute values of the posture error between the calculated posture by the IOI algorithm and the real
position value，respectively. The measurement error of IOI algorithm increases with the increase of the added
noise. When the added noise is 1 pixel，the maximum posture error is less than 80″，and the maximum position
error is less than 0.52 mm.

In addition，since only four virtual space feature points are used in the above simulation experiments，in
order to study the influence of the number of feature points on the performance of the IOI algorithm proposed in
this paper，different numbers of feature points are randomly selected in a 400 mm×400 mm×400 mm area in
the target coordinate system，and the influence of the number of the feature points on the performance of the IOI
algorithm are studied. The results are compared with the results of traditional OI algorithm［9］，and the extraction
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accuracy of the imaging point is set to 0.1 pixels.
Fig.3 shows that with the increase of the number of feature points，the errors of the IOI algorithm and OI

algorithm both decrease. When the number of feature points increases from four to eight，the error of IOI
algorithm significantly decreases. When the number of feature points is more than eight，the error of IOI
algorithm decreases slightly. However，when the number of feature points is more than ten，the error of IOI
algorithm is almost unchanged. For IOI algorithm，the parallel perspective model is used instead of the weak
perspective model to initialize the rotation matrix，thus when the number of the number of feature points is less
than eight，the error of IOI algorithm is slightly smaller than that of OI algorithm. However，since the principles
of the IOI algorithm is almost the same as that of the OI algorithm，the error of the two algorithms are almost
the same when the number of feature points is more than eight.

Fig. 2 Influence of the extraction accuracy of imaging point on the accuracy of the IOI algorithm
Table 1 Simulation results of pose measurement error under different extraction accuracy of imaging point

Added noise/pixel
0.01
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

ΔAx/（″）
0.77
7.61
14.28
20.96
27.63
35.21
41.98
50.24
56.72
64.97
73.55

ΔAy/（″）
0.75
7.25
15.28
22.92
28.64
37.92
43.85
52.63
59.25
67.91
77.68

ΔAz/（″）
0.77
7.42
16.01
24.32
29.61
38.62
45.82
54.71
61.59
70.45
78.46

ΔPx/mm
0.002
0.017
0.038
0.054
0.079
0.092
0.115
0.132
0.156
0.178
0.198

ΔPy/mm
0.002
0.022
0.042
0.058
0.081
0.095
0.125
0.142
0.169
0.191
0.215

ΔPz/mm
0.003
0.051
0.112
0.168
0.211
0.265
0.312
0.355
0.411
0.455
0.512

Fig. 3 Influence of the number of feature points on the accuracy of the IOI algorithm
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The increase in the number of feature points leads to higher accuracy，especially when the number of
feature points is less than eight. However，more feature points generally lead to lower computational efficiency
and more running time. Therefore，the number of feature points，the accuracy and efficiency of the IOI
algorithm must be considered comprehensively. Fig.4 shows the running efficiency of the IOI algorithm and the
OI algorithm. The running time of the IOI algorithm and OI algorithm both increase with the increase of the
feature point number. However，the computational efficiency of the IOI algorithm is greatly improved because it
does not need to calculate the translation vector in each iteration. Specifically，the IOI algorithm has fewer
iterations and shorter single run time than that of OI algorithm. For measuring the relative pose of the close-
range spacecrafts，on one hand，it is impossible to provide abundant feature points in space，and on the other
hand，the accuracy of pose measurement based on four feature points is high enough. Thus，it is suggested that
four feature points is enough in the proposed IOI algorithm.

2.2 Influence of the accuracy of 3D coordinate of the feature point
Since the depth information of the target could not recovered directly by single camera，several space

feature points are taken as the prior knowledge for the pose measurement algorithm based on monocular vision.
In fact，there are inevitably error between the 3D coordinate of the feature point and its real value，which
eventually affects the result of pose measurement. In this Section，an error with an amplitude of 0.01~1.0 mm
is added to the 3D coordinate of the feature point，and the influence of the accuracy of 3D coordinate of the
feature point on the IOI algorithm is studied. As shown in Fig. 5，the error of IOI algorithm increases with the
increase of the added error. When the added error is 1.0 mm，the maximum posture error is about 130″，and the
maximum position error is about 0.9 mm.

It should be noted that the results in Fig. 5 are based on the simulation results with four space feature
points，and it is theoretically possible to reduce the error the IOI algorithm by increasing the number of space

Fig. 4 Comparison of the algorithm operation efficiency

Fig. 5 Influence of the accuracy of 3D coordinate of the feature point on the accuracy of the IOI algorithm
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feature points. The influence of the number of feature points on the performance of the IOI algorithm is studied
by simulation experiment，in which the accuracy of 3D coordinate of the feature point is set to 0.1 mm. The
results of the simulation experiments are shown in Fig. 6 and Fig. 7.

Since the parallel perspective model is used to calculate the initial value of the rotation matrix，the error of
the IOI algorithm proposed in this paper is slightly smaller than that of OI algorithm when the number of feature
points is less than eight. Since the principles of the IOI algorithm is the same as that of OI algorithm，the errors
of the two algorithms are almost the same when the number of feature points is more than eight. The running
efficiency of the IOI algorithm has significantly improved than OI algorithm. However，it is inevitable that the
operational efficiency of the IOI algorithm decreases with the increase of the number of feature points.
Considering the accuracy and efficiency of the algorithm comprehensively，it is suggested that four feature points
is enough in the proposed IOI algorithm.
2.3 Influence of the calibration accuracy of camera focal length

The result of the IOI algorithm is influenced by the intrinsic parameters of the camera（focal length，
coordinates of principal point，and distortion coefficient），and the calibration accuracy of camera focal length
and the coordinates of the principal point have significantly influence on the performance of the IOI algorithm. In
this Section，simulation experiments are conducted to study the influence of the calibration accuracy of the
camera focal length on the IOI algorithm. With the commonly used focal length calibration algorithms，the
relative calibration error of the focal length is generally within 5%［19-22］. Therefore， in the simulation
experiments，the relative errors of the focal length were varied from 0.1%~5% to study the influence of the
calibration accuracy of the camera focal length on the IOI algorithm.

It can be seen from Fig. 8，when the relative error of the camera focal length is 0.1%，the maximum
posture error is about 20″，which indicates the error of the focal length has little effect on the posture error of the

Fig. 6 Influence of the number of feature points on the accuracy of the IOI algorithm

Fig. 7 Comparison of the algorithm operation efficiency
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IOI algorithm. The position error in the direction along optical axis（z-axis）is about 13 mm，and the position
errors in the other two directions are less than 1 mm，which means that the calibration error of the camera focal
length mainly affects the position error in the direction along optical axis.

The above simulation experiments in this Section were conducted based on four space feature points. In
addition，the influence of the calibration accuracy of the camera focal length on the accuracy and run time of the
IOI algorithm were tested with different numbers of space feature points. The results show that if the number of
space feature points increases，the accuracy of the IOI algorithm can be improved，but at the same time，the
computational efficiency will be reduced. Since the results is similar to Section 2.2 and Section 2.3，it won't be
repeated in this Section.
2.4 Influence of calibration accuracy of the camera principal point

In this Section，simulation experiments are conducted to study the influence of the calibration accuracy of
the camera principal point on the IOI algorithm. With the commonly used camera calibration algorithms，the
relative calibration error of the principal point coordinate is generally within 5%［23-25］. Therefore， in the
simulation experiments，the relative errors of the principal point coordinate were varied from 0.1%~5% to
study the influence of the calibration accuracy of the camera principal point on the IOI algorithm.

As shown in Fig. 9，when the relative calibration error of the principal point coordinate is 5%，the
maximum posture error is about 190″，and the maximum position error is about 12 mm. It should be noted that
the position error in the direction along optical axis（z-axis）is about 1 mm，and the position errors in the other
two directions are almost ten times larger than that in the direction of z-axis，which means that the calibration
error of principal point mainly affects the position errors in the direction of x-axis and y-axis. In addition，the
above simulation results are based on four space feature points. If the number of space feature points increases，
the accuracy of the OI algorithm will be improved at the cost of the lower computational efficiency.

Fig. 8 Influence of the calibration accuracy of the camera focal length on the accuracy of the IOI algorithm

Fig. 9 Influence of the calibration accuracy of the camera principal point on the accuracy of the IOI algorithm
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3 Quantitative accuracy analysis of the IOI algorithm based on Taguchi method
As mentioned in Section two，the accuracy of the IOI algorithm is mainly affected by the extraction accuracy

of the imaging point，the accuracy of 3D coordinate of the feature point，the calibration accuracy of the camera
principal point，the calibration accuracy of the camera focal length and the number of space feature points. Since
the influence of these factors on the accuracy of the IOI algorithm is not a simple linear superposition relationship，
it is necessary to quantitatively analyze the influence of each factor on the accuracy of the IOI algorithm，and find
out the factors that have the greatest influence on the results of IOI algorithm. Based on the quantitatively
analyze，the IOI algorithm could be further optimized to meet different requirements in different space tasks.

In this Section， the influences of the extraction accuracy of the imaging point， the accuracy of 3D
coordinate of the feature point，the calibration accuracy of the camera focal length，the calibration accuracy of
the camera principal point and the number of space feature points on the accuracy of the IOI algorithm were
quantitatively analyzed based on Taguchi method and the results of simulation experiments.
3.1 Factors，levels，and orthogonal array

For the pose measurement tasks，a smaller error of pose measurement is always preferred. Therefore，in
the quantitatively analysis based on Taguchi method，the errors of the IOI algorithm（ΔAx，ΔAy，ΔAz，ΔPx，
ΔPy，ΔPz）were used as the objective function. Based on the results of simulation experiments，the influences of
the extraction accuracy of the imaging point，the accuracy of 3D coordinate of the feature point，the calibration
accuracy of the camera focal length，the calibration accuracy of the camera principal point and the number of
space feature points on the accuracy of the IOI algorithm were quantitatively analyzed. Considering the variation
range of the above five factors，the levels of each factor are shown in Table 2.

As shown in Table 2，three typical levels were selected for each factor. If we calculate these factors one
after the other，there are up to 35=243 different models. The Taguchi method provides a simple and effective
path to regulate the undetermined factors. As shown in Table 3，we established an orthogonal array of L18（35）

Table 2 Levels and codes of each factor

Code
A
B
C
D
E

Factor
Extraction accuracy of the imaging point/pixel

Accuracy of 3D coordinate of the feature point/mm
Calibration accuracy of the camera focal length/%
Calibration accuracy of the camera principal point/%

Number of space feature points

Level 1
0.01
0.01
0.1
0.1
4

Level 2
0.5
0.5
2.5
2.5
6

Level 3
1.0
1.0
5.0
5.0
8

Table 3 L18（35）orthogonal

Simulation experiments

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18

Factors and levels
A
1
1
1
2
2
2
3
3
3
1
1
1
2
2
2
3
3
3

B
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3

C
1
2
3
1
2
3
2
3
1
3
1
2
2
3
1
3
1
2

D
1
2
3
2
3
1
1
2
3
3
1
2
3
1
2
2
3
1

E
1
2
3
2
3
1
3
1
2
2
3
1
1
2
3
3
1
2
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based on Taguchi method，and only 18 simulation experiments are needed in the quantitative analysis.
3.2 Signal-to-noise ratio analysis

Taguchi described a method to utilize Signal-to-Noise Ratio（SNR） in orthogonal experiment design for
quality engineering ［26］. SNR helps researchers determine which levels of control factors are more efficient. In
this paper，18 orthogonal experiments were established based on the results of the simulation experiments，and
the results of the 18 simulation experiments are shown in Table 4.

Based on the results of the 18 simulation experiments，the SNR of the errors of different pose parameter in
each direction was calculated. The following is an example of the process for calculating the SNR of ΔPz. The
SNR of ΔPz（SNRΔPz）can be derived from the following equation

SNRΔPz=-10log ( 1n∑t= 1
n 1
ΔPz2 ) （9）

where n is the number of repetition time of each simulation experiment. Since the results of the simulation
experiments are the mean square values of the results of 100 experiments，n is set to one in this study. Based on
Eq.（9），the SNRΔPz of 18 simulation experiments was obtained，and the results are shown in the last column of
Table 5. The SNR of ΔAx，ΔAy，ΔAz，ΔPx and ΔPy can be obtained similarly，and the results are also shown in
Table 5.

Then，the range of SNRΔPz was calculated. As shown in Table 6，the first number in row T1（69.34）is the
summation of the six SNR numbers，which corresponds to the six simulation experiments when factor A is in
level one. All the numbers in the rows of T1 to T3 can be calculated in the same way. The rank of the SNR refers
to the difference between the maximum and minimum values in T1-T3. The larger the rank，the higher influence
of the factor on the accuracy of IOI algorithm. The rank（R） and contribution ratio（σ） in Table 6 are
respectively defined by the following equations［26-27］

Ri=max Tj-min Tj ( j= 1，2，3 ) （10）

SNRΔPz=-10log ( 1n∑t= 1
n 1
ΔPz2 ) （11）

The contribution ratio stands for the influence of each factor on ΔPz（position error in the direction along

Table 4 Results of 18 simulation experiments

Simulation
experiments

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18

ΔAx/（″）

5.67
102.87
271.73
118.35
261.73
186.27
69.26
251.61
367.26
181.24
56.32
202.56
235.62
211.56
242.15
154.23
321.65
196.24

ΔAy/（″）

5.79
98.21
263.23
112.59
253.23
181.95
67.21
242.69
358.25
176.23
52.28
203.31
237.12
215.86
241.62
158.76
325.71
197.82

ΔAz/（″）

5.86
100.94
278.25
121.24
261.25
185.26
70.12
245.76
362.71
189.25
55.73
208.76
231.86
218.75
245.76
155.26
328.96
191.59

ΔPx/mm

0.231
5.818
12.752
4.876
9.865
1.085
0.486
6.561
11.763
13.587
0.201
5.762
12.152
0.718
4.862
5.126
12.396
0.806

ΔPy/mm

0.236
5.696
13.162
4.623
9.432
1.152
0.475
6.296
11.256
13.265
0.215
5.861
11.965
0.726
4.627
4.965
12.284
0.812

ΔPz/mm

0.332
7.966
14.865
0.575
11.756
15.972
7.653
14.961
1.685
15.152
0.589
8.352
7.856
12.923
1.152
11.652
1.965
7.064
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optical axis）. Table 6 shows that factor C（calibration accuracy of the camera focal length）has the greatest
influence on ΔPz. Therefore，for the pose measurement tasks that need the high position accuracy in the
direction along optical axis，the calibration accuracy of camera focal length should be high.

By using the same method，the SNR of ΔAx，ΔAy，ΔAz，ΔPx and ΔPy，and the influence of the five factors
on ΔAx，ΔAy，ΔAz，ΔPx and ΔPy were quantitatively analyzed based on Taguchi method and the results of
simulation experiments. Since the process of the quantitative analysis is the same，it won't be repeated，and only
the results of the quantitative analysis are shown in Table 7.

As shown in Table 7，the calibration accuracy of the camera principal point has the greatest influence on
the posture errors，and the number of feature points and the extraction accuracy of the imaging point also

Table 5 SNR of the errors of each pose parameter

Experiments
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18

SNRΔAx
15.07
40.25
48.68
41.46
48.36
45.40
36.81
48.01
51.30
45.17
35.01
46.13
47.44
46.51
47.68
43.76
50.15
45.86

SNRΔAy
15.25
39.84
48.41
41.03
48.07
45.20
36.55
47.70
51.08
44.92
34.37
46.16
47.50
46.68
47.66
44.01
50.25
45.92

SNRΔAz
15.36
40.08
48.89
41.67
48.34
45.36
36.92
47.81
51.19
45.54
34.92
46.39
47.30
46.80
47.81
43.82
50.34
45.64

SNRΔPx
-12.72
15.30
22.11
13.76
19.88
0.71
-6.27
16.34
21.41
22.66
-13.94
15.21
21.69
-2.88
13.74
14.20
21.87
-1.87

SNRΔPy
-12.54
15.11
22.39
13.30
19.49
1.23
-6.47
15.98
21.03
22.45
-13.35
15.36
21.56
-2.78
13.31
13.92
21.79
-1.81

SNRΔPz
-9.57
18.02
23.44
-4.81
21.41
24.07
17.68
23.49
4.53
23.61
-4.59
18.43
17.91
22.23
1.23
21.33
5.87
16.98

Table 6 Contribution rate of each parameter to ΔPz

Factors
T1
T2
T3
Rank

Contribution ratio σ
Ranking

A
69.34
82.03
89.88
20.54
9.33%
5

B
66.13
86.43
88.69
22.56
10.24%
4

C
-7.35
110.43
115.95
123.30
55.98%
1

D
66.78
77.71
96.76
29.98
13.61%
2

E
56.70
80.57
80.49
23.87
10.84%
3

Table 7 Contribution rate of each factor to each pose parameter

ΔAx

ΔAy

ΔAz

ΔPx

ΔPy

ΔPz

A
17.34%
17.64%
17.28%
7.13%
6.59%
9.33%

B
20.61%
20.62%
20.49%
7.03%
7.81%
10.24%

C
12.60%
12.64%
12.47%
12.44%
12.81%
55.98%

D
24.75%
24.77%
24.96%
64.97%
64.93%
13.61%

E
24.70%
24.33%
24.80%
8.43%
7.86%
10.84%

Primary influence factor
Calibration accuracy of the camera principal point
Calibration accuracy of the camera principal point
Calibration accuracy of the camera principal point
Calibration accuracy of the camera principal point
Calibration accuracy of the camera principal point
Calibration accuracy of camera focal length
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influence the posture errors significantly. Therefore，for the pose measurement tasks that need high posture
accuracy，high calibration accuracy of the camera principal point，more feature points，and high extraction
accuracy of the imaging point are crucially important. The position error in the direction along optical axis（ΔPz）

is mainly affected by the calibration accuracy of camera focal length. The position errors in the other two
directions are mainly influenced by the calibration accuracy of the camera principal point.

4 Physical experiments

4.1 Verification experiment for the accuracy of the IOI algorithm
In this Section，the accuracy of the IOI algorithm is studied by physical experiments. The system of the

physical experiment is shown in Fig. 10. The space camera is mounted on a three-dimensional turntable，which
can simulate the relative rotation between the camera and the target around three axes. The Tiangong Ⅱ
satellite model is mounted on a one-dimensional displacement table. The real pose between the camera and the
satellite model could be obtained by the Inertial Navigation System（INS）. Since the accuracy of the INS is
much higher than that of the monocular vision measurement system，the relative pose between the camera and
the satellite model obtained by the INS is taken as the real pose. The four corners of the solar panel are used as
the feature points. The distance between the camera and the satellite model is about 1 m. The variation of the
relative pose between the satellite model and the camera is used to evaluate the accuracy of the IOI algorithm
proposed in this study.

The process of the experiment is as follows. Firstly，the turntable rotates around three axes with the preset
angle respectively. Similarly，the one-dimensional displacement table moves with the preset translation，and
the images of the satellite model at different pose are obtained. Then，the relative pose between the satellite
model and the camera at each position is calculated by the IOI algorithm. Finally，the variation of the relative
pose is obtained and compared with its real value obtained by the INS.

Firstly，an image of the satellite model was taken at a random pose，which was recorded as the 0th image.
Then，the camera was rotated around the x-axis with the preset angle，and 20 images of the satellite model
were taken. Fig.11 shows part of the images taken by the camera. The real relative pose between the satellite
model and the camera at each shooting time are obtained by the INS. The increase of the rotation angle between
adjacent pose was set to 0.25° for the first 10 images，and the increase of the rotation angle between adjacent
pose was set to 0.5° for the last 10 images. Similarly，the camera was rotated around the other two axes，and
the relative pose between the satellite model and the camera at each posture is calculated by the IOI algorithm，

then the variation of the relative posture is obtained. The result is shown in Fig. 12（a），in which the horizontal
coordinate stands for the image number，and the vertical coordinate stands for the variation of relative pose
between adjacent images.

Next，the accuracy of the position calculated by the IOI algorithm was studied in a similar way. An image

Fig. 10 Experimental system diagram
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of the satellite model is taken at an arbitrary position，which was recorded as the 0th image，and then the
satellite model was moved along the one-dimensional displacement table（x-axis of the experimental system）
while 20 images of the satellite model were taken，and the real relative position between the satellite model and
the camera of each shooting time are obtained by the INS. The increase of the translation between adjacent
position is 5 mm for the first 10 images and 10 mm for the last 10 images，and the relative position between the
satellite model and the camera at each posture is calculated by the IOI algorithm. By adjusting the orientation of
the satellite model on the displacement table，the displacement of the satellite model in the other two directions
can be simulated. Similarly，the variation of the relative position in the other two directions is obtained. The
result is shown in Fig. 12（b），in which the horizontal coordinate stands for the image number，and the vertical
coordinate stands for the variation of relative position between adjacent images.

Table 8 shows the detailed experimental results and the root mean square error of the pose calculated by
IOI algorithm. It shows that the maximal root mean square error of the attitude angle is 18.96″（5.266 7×10-30），

and the maximal root mean square error of the position is 0.059 mm，in which the root mean square error of the
position in the direction along the optical axis is the largest. In general，the accuracy of the IOI algorithm can
meet the requirements of most space pose measurement tasks.

Fig. 11 Part of the images

Fig. 12 Experiment results
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4.2 Verification experiment for the run time of the IOI algorithm
In this Section，the running time of the IOI algorithm is investigated by physical experiment. Four corner

points of the solar panel of the satellite model are selected as the space feature points. The red dots in Fig.13 are
the extracted image points of the feature points，and the blue crosses are the reprojected points of the feature
points，which are reprojected with the pose calculated by the IOI algorithm. As shown in Fig. 13， the
reprojected points overlap well with the extracted image points.

Table 9 shows the comparison of different algorithms. The reprojection residuals refer to the standard
deviations of the reprojection residuals of all four feature points. For the IOI algorithm，the parallel perspective
model is used instead of the weak perspective model to initialize the rotation matrix，thus the reprojection
residuals of the IOI algorithm is smaller than that of OI algorithm. However，the run time of the IOI algorithm

Table 8 Variation of the relative pose between adjacent shooting time

Image number
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

Root mean square error

δAx/（°）
0.269
0.236
0.245
0.266
0.272
0.238
0.241
0.255
0.272
0.243
0.472
0.535
0.547
0.488
0.544
0.479
0.537
0.512
0.539
0.472

5.266 7×10-3

δAy/（°）
0.238
0.272
0.239
0.246
0.259
0.271
0.243
0.241
0.238
0.258
0.525
0.486
0.531
0.519
0.482
0.485
0.526
0.533
0.486
0.526

4.15×10-3

δAz/（°）
0.273
0.235
0.264
0.241
0.235
0.279
0.233
0.258
0.242
0.271
0.531
0.476
0.526
0.482
0.545
0.476
0.485
0.526
0.533
0.488

4.961 1×10-3

δPx/mm
5.08
5.02
4.95
5.11
4.89
5.07
4.93
4.92
5.05
5.12
10.21
10.11
9.86
9.91
10.15
9.93
9.87
10.13
10.22
9.92
0.026

δPy/mm
5.07
4.96
5.04
4.82
5.13
4.93
5.1
5.09
4.91
5.13
9.85
10.09
10.13
9.92
9.94
10.05
9.86
10.12
9.92
10.2
0.025

δPz/mm
5.24
5.37
4.76
4.77
5.21
4.82
4.81
5.19
5.33
4.85
10.31
10.42
9.79
9.62
10.24
10.36
9.81
9.75
10.19
9.74
0.059

Fig. 13 Feature points and the reprojection result
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is much shorter than that of the traditional OI algorithm. In addition，the performance of the IOI algorithm is
compared with ZHOU Run's improved OI algorithm［28］. In ZHOU Run's algorithm，the weighted collinear
errors are taken as the objective function. In each iteration，the weight coefficients are determined according to
the re-projection errors in image，and the camera pose estimation results are optimized by the coefficients. As
shown in Table 9，the reprojection residuals of the ZHOU Run's algorithm is slightly smaller than that of IOI
algorithm，but the run time of ZHOU Run 's algorithm is much longer than that of IOI algorithm.

It should be noticed that the run time in Table 9 only refers to the time spent in process of solving the pose
parameters，excluding the time spent in the process of obtaining the coordinate of the space feature points in the
target coordinate system，image transmission，image processing，extraction of the image points and so on. In
real space tasks，it generally takes longer to get the pose information of the target.

5 Conclusion

Based on the traditional OI algorithm，an IOI algorithm is proposed. Firstly，the parallel perspective model
is used instead of the weak perspective model to initialize the rotation matrix，and the traditional OI algorithm is
accelerated by eliminating the translation vectors in the iterative process. Then simulation experiments are
conducted to study the influence of the extraction accuracy of the imaging point，the accuracy of 3D coordinate
of the feature point，the calibration accuracy of the camera principal point，the calibration accuracy of the camera
focal length and the number of feature points on the accuracy of the IOI algorithm. Based on the results of the
simulation experiments，Taguchi method is used to quantitatively analyze the influence of each factor on the
accuracy of the IOI algorithm，and find out the factors that have the greatest influence on the results of IOI
algorithm. Finally，the performance of the proposed IOI algorithm is tested by the physical experiments. The
results of the simulation and physical experiments show that IOI algorithm has high accuracy，and the run time
of the IOI algorithm is much shorter than that of the traditional OI algorithm. Since the proposed IOI algorithm
has the advantages such as simple system，low cost，high accuracy and shorter run time，the proposed IOI
algorithm has realistic significance for various space tasks like space rendezvous-docking and on-orbit
maintenance.
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